
Loop Flexibility and Solvent Dynamics as
Determinants for the Selective Inhibition of
Cyclin-Dependent Kinase 4: Comparative
Molecular Dynamics Simulation Studies of CDK2
and CDK4
Hwangseo Park,*[a] Min Sun Yeom,[b] and Sangyoub Lee*[a]

Introduction

Cyclin-dependent kinases (CDKs) are a family of heterodimeric
serine/threonine protein kinases comprising a catalytic CDK
subunit and an activating subunit (cyclin), and play critical
roles in cell-cycle progression.[1] Because uncontrolled cell pro-
liferation is a cardinal characteristic of a cancer, an effective
CDK inhibitor capable of regulating tumor cell growth would
be expected to be a promising therapeutic agent for the treat-
ment of cancer.[2, 3] Of the CDKs identified so far, CDK4/cyclin D
and CDK6/cyclin D are two desirable targets for inhibitor
design, in view of the several lines of persuasive evidence for
the link between their activities and many types of cancer.[4]

During the past decade, a number of CDK inhibitors with a
wide variety of potencies and specificities have been identi-
fied.[5–16] Although most of them are potent inhibitors of CDK1
and/or CDK2, several inhibitor scaffolds with a moderate selec-
tivity for CDK4—including aminothiazoles, benzocarbozoles,
and pyrimidine-based compounds[17–23]—have also been identi-
fied. The difficulty in developing a new CDK4-selective inhibi-
tor is a consequence of the similarity in the amino acid resi-
dues constituting the active sites of the various CDKs and the
lack of a three-dimensional structure of CDK4. Nonetheless, the
crystal structures of other homologous CDKs in non-ligand-
bound and ligand-bound forms have provided much informa-
tion pertinent to the catalytic mechanism and rational design
of inhibitor drugs for CDK4.[24–28] Indeed, a structure-based
drug design campaign has proved successful in designing new

selective CDK4 inhibitors through the use of the known struc-
tural information for CDK2 and comparison of the active site
amino acid sequences of CDK2 and CDK4.[29–32]

Supplementary to a tremendous amount of experimental
work, a few theoretical studies on CDKs, based on classical and
quantum mechanical calculations, have also been reported in
the literature. Carvalli et al. , for example, have developed force
field parameters based on quantum chemical calculations on a
relevant model system for simulating the binding of ATP to
CDKs.[33, 34] Molecular dynamics (MD) simulation with the newly
calculated parameters showed that CDK1 should be dynamical-
ly more stable than CDK2, implying that differences in protein
structure flexibilities among CDKs should be considered in de-
signing their selective inhibitors. More recently, Sims et al. have
established a binding free energy model for CDK2 inhibitors
within the framework of the continuum solvent model.[35] This
approach proved successful in reproduction of the relative in-
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The design and discovery of selective cyclin-dependent kinase 4
(CDK4) inhibitors have been actively pursued in order to develop
therapeutic cancer treatments. By means of a consecutive com-
putational protocol involving homology modeling, docking ex-
periments, and molecular dynamics simulations, we examine the
characteristic structural and dynamic properties that distinguish
CDK4 from CDK2 in its complexation with selective inhibitors.
The results for all three CDK4-selective inhibitors under investiga-
tion show that the large-amplitude motion of a disordered loop
of CDK4 is damped out in the presence of the inhibitors whereas
their binding in the CDK2 active site has little effect on the loop
flexibility. It is also found that the binding preference of CDK4-
selective inhibitors for CDK4 over CDK2 stems from the reduced

solvent accessibility in the active site of the former due to the for-
mation of a stable hydrogen-bond triad by the Asp99, Arg101,
and Thr102 side chains at the top of the active-site gorge. Besides
the differences in loop flexibility and solvent accessibility, the dy-
namic stabilities of the hydrogen bonds between the inhibitors
and the side chain of the lysine residue at the bottom of the
active site also correlate well with the relative binding affinities
of the inhibitors for the two CDKs. These results highlight the use-
fulness of this computational approach in evaluating the selectiv-
ity of a CDK inhibitor, and demonstrate the necessity of consider-
ing protein flexibility and solvent effects in designing new selec-
tive CDK4-selective inhibitors.
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hibitory activities of flavopiridol analogues. On the basis of the
validated utility of the computational approach, they suggest-
ed new putative inhibitors potentially more potent than the
lead compound.

Consideration of protein flexibility is indispensable to the
critical evaluation of ligand-binding affinity,[36–39] and the con-
formational plasticity of the catalytic domain is a hallmark of
protein kinases.[40] Furthermore, recent theoretical and experi-
mental studies have shown that conformational changes of
CDKs play a critical role in ligand binding.[41–44] Here we there-
fore investigate the characteristic dynamic properties of CDK4
that distinguish it from CDK2 in complexation with its selective
inhibitors. For this purpose, comparative solution-phase MD
simulations have been carried out with the aid of the X-ray
structure of CDK2 and the homology-modeled CDK4, onto
which the three CDK4-selective inhibitors described in
Scheme 1 and Table 1 are docked. It is shown that CDK2 and

CDK4 have very different dynamic flexibilities in the disordered
loop region when the CDK4-selective inhibitors are bound to
their active sites. We have also examined the effects of the dif-

ference in solvent dynamics around the active sites of the two
CDKs on the relative strength of protein–ligand interactions in
the hope that comparative analysis of structural details would
provide information pertinent to the design of new potent
CDK4-selective inhibitors.

Computational Methods

Homology modeling : The peptide sequence of human CDK4,
comprising 303 amino acid residues, was retrieved from the SWISS-
PROT protein sequence data bank (accession number: P11802).[45]

Sequence alignment between CDK4 and CDK2 was then derived
by use of the ClustalW 1.82 package and the BLOSUM matrices for
scoring the alignments.[44] From the best-scored sequence align-
ment, we obtained 3D structural models for CDK4 by use of the
MODELLER program in version 6v2.[47] Since, for the purposes of
our study of enzyme inhibition, it is more relevant to consider a
model of an enzyme–inhibitor complex rather than that of apoen-
zyme, homology modeling of CDK4 was performed on the basis of
the X-ray structure of CDK2 in complexation with the potent inhib-
itor NU6102.[25] With respect to the structures of the gap regions,
the coordinates were built from a randomized distorted structure
located approximately between the two anchoring regions as im-
plemented in MODELLER 6v2. To obtain a reasonable structural
model for the target, we employed an optimization method involv-
ing conjugate gradients and molecular dynamics to minimize viola-
tions of the spatial restraints. To increase the accuracy of the struc-
tures of flexible loops, the loop modeling was also performed with
the enumeration algorithm.[48] Of the ten calculated structural
models, the one with the lowest value of MODELLER objective
function was selected for use in the subsequent docking simula-
tions with the CDK4-selective inhibitors.

Docking experiments : To obtain starting structures for MD simula-
tions of the CDK–inhibitor complexes, all the inhibitors shown in
Scheme 1 were docked onto the active sites of CDK2 and CDK4
from which the inhibitor NU6102 had been removed. In this dock-
ing simulation we used the AutoDock 3.0.5 program,[49] which has
been widely used in the literature, to find favorable binding modes
of ligands in enzymatic active sites. It combines a rapid energy
evaluation through precalculated grids of affinity potentials with
various search algorithms to find suitable binding positions for a
ligand. Although the protein structure has to be fixed, the program
allows torsional flexibility of a ligand. The protein atom coordinates
for CDK2 and CDK4 were taken from the X-ray structure in com-
plexation with the inhibitor NU6102[25] and from the final model of
homology modeling, respectively. Docking to the active sites of
the two CDKs was then carried out by use of the Lamarckian
genetic algorithm and the empirical scoring function, which has
the following form:
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here WvdW, Whbond, Welec, Wtor, and Wsol are weighting factors of van
der Waals, hydrogen bonding, electrostatic interactions, torsional
terms, and desolvation energies of the inhibitors, respectively. The
hydrogen bond term has an additional weighting factor, E(t), repre-
senting the angle-dependent directionality. A sigmoidal distance-
dependent dielectric function as proposed by Mehler et al.[50] was
used in computing the interatomic electrostatic interactions in the
CDK–inhibitor complexes. In the desolvation term, Si and Vi are the
solvation parameter and the fragmental volume, respectively, of
atom i.[51] From the conformations obtained from 200 independent
docking runs, the results differing by less than 1.5 J in positional
root mean square deviation (rmsd) were clustered together. The

Scheme 1. Molecular structures of the three CDK4-selective inhibitors under
investigation.

Table 1. IC50 values of the three inhibitors under investigation against
CDK2–cyclin A and CDK4–cyclin D complexes.

Inhibitor IC50 [mm] Reference
CDK2–cyclin A CDK4–cyclin D

1 25 0.21 [31]

2 0.21 0.008 [18]

3 >50 1.5 [19]
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most stable configuration of enzyme–inhibitor complex was then
selected for further analysis.

Molecular dynamics simulations : It has been found that the
AMBER force field is appropriate for investigating dynamic proper-
ties of CDKs,[34] so MD simulations of CDK2 and CDK4 and their
complexes with the inhibitors shown in Scheme 1 were carried out
with the aid of the SANDER module in AMBER 7[52] and the force
field reported by Cornell et al. ,[53] starting from the most stable of
the CDK–inhibitor complexes found in the preceding docking sim-
ulation. To be consistent with the standard AMBER force field, we
computed the electrostatically derived atomic charges of all three
inhibitors under study by the RESP method[54] for the fully opti-
mized geometries at the RHF/6–31G* level of theory. Missing force
field parameters for the inhibitors were estimated from similar
chemical species in the AMBER da-
tabase.

We used the X-ray structure of
CDK2 in complexation with the
inhibitor NU6102[25] to determine
the protonation states of the Asp,
Glu, and Lys residues. The side
chains of the Asp and Glu resi-
dues, for example, were assumed
to be neutral if their carboxylate
oxygens of OD or OE atoms were
located within 3.5 J of a hydrogen
bond-accepting group, including
the backbone aminocarbonyl
oxygen. Similarly, the lysine side
chains were assumed to be ion-
ized unless the NZ atom was in
proximity to a hydrogen bond do-
nating group. In this way, Glu2,
Glu42, Asp206, and Lys75 were
found to be neutral, while the rest
of the side chains of Asp, Glu, and
Lys residues were ionized. The
same procedure was used for
the homology-modeled CDK4 to
assign the protonation states of its
Asp, Glu, and Lys residues.

The all-atom models for six CDK–
inhibitor complexes were neutral-
ized by addition of counter-ions
and were then immersed in a rec-
tangular box containing 11891
TIP3P[55] water molecules for CDK2 and 13737 for CDK4. After 1000
cycles of energy minimization to remove bad steric contacts, we
equilibrated all six CDK–inhibitor complex systems beginning with
20 ps equilibration dynamics of the solvent molecules at 300 K.
The next step involved equilibration of the solute with a fixed con-
figuration of the solvent molecules for 10 ps at 10, 50, 100, 150,
200, 250, and 300 K. The equilibration dynamics of the entire
system was then carried out at 300 K for 100 ps. Following the
equilibration procedure, 1.5 ns MD simulations were carried out
with a periodic boundary condition in the NPT ensemble at 300 K
by Berendsen temperature coupling[56] and at constant pressure
(1 atm) by isotropic molecule-based scaling. The SHAKE algo-
rithm,[57] with a tolerance of 10�6, was applied to fix all bond
lengths involving hydrogen atoms. We used a time step of 1.5 fs
and a nonbonding interaction cutoff radius of 12 J; the trajectory
was sampled every 0.15 ps (100 step intervals) for analysis. Al-

though a cutoff distance of 12 J was used for short-range electro-
static and van der Waals interactions, all electrostatic interactions
beyond this distance were accounted for by use of the particle-
mesh Ewald summation with an interpolation order of 4.[58]

Results and Discussion

Homology modeling of CDK4

Figure 1 displays the sequence alignment of CDK4 with CDK2,
used as the target and as the template, respectively, in compa-
rative protein structure modeling of CDK4. We note that the
amino acid sequences are completely different in the disor-

dered loop region (residues 37–44 for CDK2 and 39–46 for
CDK4), indicating a significant difference in their behavior in re-
sponse to ligand binding. Structural evaluation of the final
model for CDK4 with PROCHECK[59] indicates that the back-
bone F and Y dihedral angles of 76.6%, 21.0%, and 2.4% of
the residues are located within the most favorable, the addi-
tionally allowed, and the generously allowed regions of the
Ramachandran plot, respectively, with no residues in the disal-
lowed region. This good stereochemical quality is not surpris-
ing in view of the high sequence identity (44%) and similarity
(63%) between the template and the target as illustrated in
Figure 1.

Figure 2 compares the X-ray structure of the CDK2–NU6102
complex and the final model of the CDK4–NU6102 complex.
Common to both CDKs is the fact that, of the flexible loops,

Figure 1. Sequence alignment of CDK2 and CDK4. Asterisk and colon represent identity and similarity, respectively,
between the corresponding residues.
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only the Gly loop is involved in a direct interaction with the in-
hibitor. As might be expected from the difference in amino
acid sequences, however, significant conformational differen-
ces around the disordered and the T loops are observed. How-
ever, the template and the target possess very similar folding
structures on the whole and are superimposable over the main
chain atoms. As in the crystal structure of the CDK2–NU6102
complex, the inhibitor is bound around the ATP-binding site
(consisting of residues 93–102 in CDK4). The hydrophobic and
hydrophilic residues (Ala33, Val72, Asn145, Leu147, Ala157, and
Asp158) in the active site of CDK4 are identical to those in
CDK2 (Ala31, Val64, Asn132, Leu134, Ala144, and Asp145). The
residues Val14, Ala16, and Thr19 in the N-terminal Gly loop
and His95, Val96, Asp97, Arg101, and Thr102 in the ATP-bind-
ing sites of CDK4 are also components of the active site, but
these are different from the corresponding Glu12, Thr14, Val17,
Phe82, Leu83, His84, Lys88, and Lys89, respectively, in CDK2.
This may serve as a key piece of information for the design of
a new CDK4-selective inhibitor, as confirmed in part in the de
novo design program of Honma et al.[30]

Docking experiments

To check the usefulness of the AutoDock 3.0.5 program in pre-
paring a starting structure of the CDK–inhibitor complex for
MD simulation, we examined its accuracy in predicting binding
modes of CDK inhibitors against 20 X-ray structures of recently
reported CDK2–inhibitor complexes. As shown in Table 2, the
rmsd between the bound conformations (X-ray) and the most
stable conformations generated with AutoDock in most cases
fell under 3.0 J, except in the cases of very small inhibitors
with fewer than 15 heavy atoms, as in 1PXI and 1PXJ. More-
over, 13 of the remaining cases produce a 1.5 J hit. These vali-
dation results indicate that the most stable AutoDock configu-
ration of a CDK–inhibitor complex may be a reasonable choice

as a starting point for investigation of its dynamic
properties in aqueous solution.

Figure 3 shows the lowest-energy AutoDock con-
figurations for compounds 1, 2, and 3 in the active
sites of CDK2 and CDK4. The inhibitor 1 has a similar
binding mode in both CDKs, as it is small enough to
be fully accommodated in the active sites. This indi-
cates that its binding preference should be explained
by the relative strengths of various interaction terms.
In contrast, an increase in the inhibitor length leads
to differences in binding modes for the inhibitors 2
and 3 in the active sites of CDK2 and CDK4, in partic-
ular at the terminal aliphatic groups. In CDK4, the
terminal hydroxy moieties of the two inhibitors each
form a hydrogen bond with the ATP-binding site side
chains (Arg101 and Thr102). In CDK2, on the other
hand, the hydroxy group of 2 is hydrogen-bonded to
the Lys129 side chain residing at the top of the C-ter-
minal domain, while that of 3 is directed toward the

backbone of Lys88. This discrepancy in the binding modes is
due to the difference in the structural arrangements of the
side chains of the two residues at the end of the ATP-binding
site. Indeed, the Arg101 and Thr102 side chains in CDK4 are as-
sociated through a strong hydrogen bond at the entrance to
the active site, while those of Lys88 and Lys89 in CDK2 are
kept apart from each other and directed toward the C-terminal
domain and the backbone atoms of the ATP-binding site,
respectively.

MD simulation

We checked the reliabilities of the MD simulations by examin-
ing whether the protein structures in the CDK–inhibitor com-
plexes remained stable under the simulation conditions descri-
bed in the previous section. For this purpose, we calculated
the rmsd from starting structures (rmsdinit) for all backbone Ca

atoms as a function of simulation time, as shown in Figure 4.
The rmsdinit values remain within 1.5 J for CDK2 and within
2.5 J for CDK4; this demonstrates the conformational stabili-
ties of protein structures. However, the rmdsinit value of CDK4

Figure 2. Comparative views of: a) the X-ray structure of CDK2, and b) the final model of
CDK4 in their complexes with NU6102. Carbon atoms of the inhibitor and the enzymatic
groups are shown in green and orange, respectively. The Gly loops (brown), disordered loops
(yellow), ATP-binding regions (pink), and T loops (blue) are also indicated.

Table 2. Validation results for AutoDock 3.0.5 in the prediction of binding
modes in various X-ray structures of CDK2–inhibitor complexes.

PDB code rmds of top score PDB code rmds of top score

1E1X 1.88 1H1S 1.05
1G5S 1.09 1P2A 0.95
1GIH 0.86 1PXI 6.66
1H00 2.39 1PXJ 6.97
1H01 2.69 1PXK 2.02
1H06 2.28 1PXL 1.31
1H07 1.31 1PXM 0.68
1H1P 1.49 1PXN 1.38
1H1Q 1.04 1PXO 1.47
1H1R 0.82 1PXP 0.85
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is higher than that of CDK2 by 0.5–1.0 J depending on the in-
hibitor structures, indicating that the former enzyme under-
goes a larger conformational change than the latter when they
are stabilized in aqueous solution in complexation with the in-
hibitors. This is consistent with the recent computational find-
ing that a homology-modeled protein structure is dynamically
unstable relative to a high-resolution crystal structure.[60] How-
ever, the structural relaxation of CDK4 occurs in the early
stages of simulation, and the time evolution of rmdsinit for
CDK4 exhibits more stable behavior than that of CDK2 during
the later part of simulation. Judging from these dynamic prop-
erties, it seems necessary to carry out a more detailed analysis
on the MD trajectories of CDK4–inhibitor complexes under
study as compared with those of the CDK2 counterparts.

Because the ligand binding site of a CDK is located in the
cleft between the small N-terminal lobe and the larger C-termi-
nal lobe, involving the contact of the apex of the Gly loop and
the starting point of the T loop, the inhibitor binding is likely

to affect the relative motion of Thr14 (Ala16) with respect to
Gly147 (Gly160) in CDK2 (CDK4). Figure 5 compares the proba-
bility distributions of the associated interatomic distances
between CA atoms for non-ligand-bound and ligand-bound
CDKs. In CDK2 we note that the most probable distance be-
tween the CA atoms of Thr14 and Gly147 decreases from 5.7 J
in the resting form to 5.1–5.3 J in the enzyme–inhibitor com-
plexes. Similarly, in CDK4 the distribution of the distance
between the CA atoms of Ala16 and Gly160 shows a sharp
peak around 5 J in the enzyme–inhibitor complexes, whereas
the distribution in the resting form has a broad spectrum be-
tween 4.5 and 6 J. These results indicate the connection be-
tween binding of CDK inhibitors and the closing of a flap in-
volving Gly loop and T loop. This kind of flap-closing due to in-
hibitor binding has also been observed in binding of fullerene-
based inhibitors in the active site of HIV-1 protease.[61]

From an X-ray crystallographic analysis of CDK2, Wu et al. re-
cently showed that the disordered loop comprising residues

Figure 3. Superimposition of the docked conformations of inhibitors 1 (gray), 2 (violet), and 3 (orange) in the active sites of : a) CDK2, and b) CDK4. The Gly loops
and ATP-binding regions are indicated in brown and pink, respectively.

Figure 4. Time dependence of the root mean square deviations from starting structures (rmdsinit) for : a) CDK2, and b) CDK4 in complexation with the three
inhibitors under investigation.
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37 through 44 is exceptionally flexible, considering the high
temperature factor and the absence of electron density at the
apex of the loop.[28] However, such a high-amplitude motion
seems to be damped out upon
binding of inhibitors, as can be
judged from the decreases in the
associated temperature factors in
a variety of X-ray crystallographic
data for CDK2–inhibitor com-
plexes. Moreover, the loop flexi-
bility has been shown to de-
crease substantially as the inhibi-
tor potency increases to nano-
molar levels.[25] The specificity of
a CDK inhibitor may thus be re-
lated to the difference in mallea-
bility changes at the disordered
loops of CDK2 and CDK4 upon
binding of the inhibitor. Figure 6
compares the calculated B-factors
of the Ca atoms of the two CDKs
in both non-ligand-bound and
ligand-bound forms by the fol-
lowing relation:

Bi ¼ 8=3p
2hDrii2 ð2Þ

where hDrii is the RMS atomic
fluctuation of the Ca atom of resi-
due i. Consistent with the X-ray
crystal structures of CDK2 and its
various enzyme–inhibitor com-
plexes, the calculated B-factors of
CDKs show a major peak in the
region of residues 40–43. In the
resting forms, the disordered
loops of CDK2 and CDK4 have Bi

values that differ by less than
10 J2 (see Figure 6a). In the com-
plexes with the CDK4-selective

inhibitors, however, the disordered loop of CDK2 shows much
more flexibility than that of CDK4, with associated difference in
Bi values of 50–250 J2. This implies that, upon binding of the

Figure 5. Calculated probability distribution functions for the distances: a) between the CA atoms of Thr14 and Gly147 in CDK2, and b) between those of Ala16 and
Gly160 in CDK4.

Figure 6. The calculated B-factors of Ca atoms of CDK2 and CDK4 in the resting form (a), and in complexation with
the CDK4-selective inhibitors 1 (b), 2 (c), and 3 (d). For ease of comparison, the residues of CDK4 are renumbered to
correspond to the amino acid sequence of CDK2.
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CDK4-selective inhibitors, high-amplitude motions of the flexi-
ble residues of CDK4 should be damped out to a greater
extent than in CDK2. It can therefore be argued that a potent
CDK4-selective inhibitor, when bound to the active site in
CDK4, should keep the disordered loop more motionally re-
stricted than in other homologous CDKs. This hypothesis may
be supported further by the experimental finding that a high-
amplitude motion of the disordered loop preceding the
PSTAIRE helix (residues 45–51) is responsible for the binding of
cyclin, which is indispensable for kinase activities of all CDKs.[24]

Figure 7 compares representative MD trajectory snapshots
of CDK2 and CDK4 in complexation with the inhibitor 1. Con-
sistent with the X-ray crystal structures reported by Ikuta
et al. ,[31] the inhibitor amide moiety forms a bidentate hydro-
gen bond with the backbone amide group of Leu83 in CDK2
and Val95 in CDK4, both located in the middle of the ATP-bind-
ing site. A stable hydrogen bond is also established between
the inhibitor carbonyl oxygen (O12) and the side chains of
Lys33 in CDK2 and Lys35 in CDK4. Another structural feature
common to the two enzyme–inhibitor complexes is that the

Figure 7. Stereoviews of representative MD trajectory snapshots of : a) CDK2–1, and b) CDK4–1 complexes, including solvent molecules found near the active site.
The inhibitor atoms involved in intermolecular hydrogen bonds are designated by red letters. Each dotted line indicates a hydrogen bond.
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terminal bicyclic group of the inhibitor is stabilized by interac-
tion with the terminal residues of ATP-binding site, with the
Gly loop, and with water molecules from bulk solvent. In view
of the overall similarity in the binding modes of 1 in the active
sites of CDK2 and CDK4, differential strengths of the corre-
sponding interactions between protein and inhibitor groups
are believed to be responsible for the observed difference in
inhibitory activities toward the two CDKs.

Table 3 lists the dynamic time averages and standard devia-
tions of the interatomic distances associated with the hydro-
gen bond interactions in the two CDKs in complexation with
the three inhibitors under investigation. We note that the bi-
dentate hydrogen bonds involving the amide group of 1 are
dynamically stable in both CDKs, with similar hydrogen bond
lengths in most parts of the simulation. In contrast, the N�
H···O hydrogen bonds between the lysine side chain at the
bottom of the active site and the O12 atom of the inhibitor
have a much higher dynamic stability in the CDK4–1 complex
than in the CDK2–1 complex. For example, the Lys35···O12 hy-
drogen bond is maintained for 94% of the simulation time
with an associated interatomic distance of 1.92 J on average
in the former complex, as compared to the corresponding
81% of residence time and 2.06 J of average hydrogen bond
length in the latter. In this comparison, we use 2.2 J as the
length defining a hydrogen bond, as suggested by Jeffrey.[62] It
is thus apparent that the experimentally observed selectivity of
1 in favor of binding to CDK4 is largely due to the formation
of a stronger Lys35···O12 hydrogen bond in CDK4 in relation to
the Lys33···O12 counterpart in CDK2. Because both Lys33 of
CDK2 and Lys35 of CDK4 reside in proximity to the disordered
loop, the increased strength of the Lys35···O12 hydrogen bond
accounts for the decrease in dynamic flexibility of the loop on
going from CDK2–1 to CDK4–1 complexes.

Consistent with the low inhibitory activity of 2 against
CDK2—with an associated IC50 value above 50 mm[18]—one end
of the inhibitor 2 is exposed to bulk solvent without a signifi-

cant interaction with the backbone atoms of the ATP-binding
site. As shown in Figure 8a, solvent molecules diffuse into the
active site to interact with protein and inhibitor groups, pre-
venting tight binding of the inhibitor in the CDK2 active site.
In contrast, the approach of solvent molecules to the ATP-
binding site is restricted in the CDK4–2 complex, in which the
benzyl, indole, and pyrimidine moieties of 2 are bound to its
backbone and side chain atoms (Figure 8b). Such a reduction
in solvent accessibility on going from CDK2 to CDK4 active
sites can be attributed to the differences in the structure and
arrangement of the side chains at the ends of the ATP-binding
sites. While the Lys88 and Lys99 side chains in the CDK2–2
complex are exposed to bulk solvent, those of Asp99, Arg101,
and Thr102 in the CDK4–2 complex form a cyclic hydrogen
bond at the top of the ATP-binding site, protecting 2 from
solvation in the CDK4 active site. As a consequence of the
reduced solvent accessibility, the hydrophobic side chains of
Ala157 and Phe159 approach the inhibitor from the C-terminal
domain to form a hydrophobic pocket accommodating the
inhibitor benzyl group, further facilitating tight binding of 2 in
the CDK4 active site.

Despite the reduced solvent accessibility in the CDK4 active
site, one water molecule (Wat8948 in Figure 8b) is found be-
tween the inhibitor and the ATP-binding site in the CDK4–2
complex. As shown in Table 3, this structural water molecule
receives and donates hydrogen bonds from the inhibitor
amine moiety (connecting the indole and pyrimidine rings)
and to the backbone carbonyl oxygen of Val96, respectively.
Such a water-bridged hydrogen bond is established in the
early stage of simulation and maintained during the entire
course of simulation. From this dynamic stability and the differ-
ence in binding modes of 2 in the active sites of the two
CDKs, it is obvious that the solvent-mediated hydrogen bond
plays a role in positioning the inhibitor in such a way as to be
stabilized in the CDK4 active site rather than being repelled to
bulk solvent as in the CDK2–2 complex. Thus, the limited sol-
vent accessibility and the formation of a solvent-bridged hy-
drogen bond may be invoked to explain the selectivity of 2 in
favor of binding to the CDK4 active site.

The structural features revealed in typical MD trajectory
snapshots of CDK2 and CDK4 ligand-bound with the inhibitor
3 are also consistent with its selective inhibition of CDK4.[19] As
shown in Figure 9a, the side chains of Lys88 and Lys89 at the
top of the active site in the CDK2–3 complex are far part from
each other, facilitating the diffusive intrusion of solvent mole-
cules into the active site. In contrast, the side chains of Asp99,
Arg101, and Thr102 in the CDK4–3 complex are associated
through a stable cyclic hydrogen bond, forming a blockade to
the active site entrance in a similar way as in the CDK4–2 com-
plex (Figure 9b). The number of water molecules around the
inhibitor decreases on going from CDK2–3 to CDK4–3 com-
plexes, so that the inhibitor should be bound more tightly in
the latter than in the former, presumably due to a reduced
potency-lowering effect of solvent molecules. The n-propanol
and cyclohexamine moieties of 3, for example, are oriented
along the narrow active site gorge involving the hydrogen-
bond triad, Lys22, and Gln98 in the CDK4–3 complex, while

Table 3. Dynamic time average and standard deviation of the interatomic
distances[a] associated with the hydrogen bond interactions in the two cdks
in complexation with the three inhibitors under investigation.

Complex Hydrogen bond Average Standard deviation

CDK2–1 L83 H···O18 2.11 0.19
L83 O···H19 1.90 0.13
K33 HZ···O12 2.06 0.28

CDK4–1 V96 H···O18 2.03 0.21
V96 O···H19 1.94 0.17
K35 HZ···O12 1.92 0.16

CDK4–2 V96 O···Wat8948 H 1.97 0.48
Wat8948 O···H11 2.25 0.42

CDK2–3 K33 HZ···O11 2.28 0.40
CDK4–3 K35 HZ···O11 1.97 0.32
CDK4–1 D99 OD···T102 HG 1.74 0.14

D99 OD···R101 HH 1.81 0.12
CDK4–2 D99 OD···T102 HG 1.71 0.11

D99 OD···R101 HH 2.05 0.23
CDK4–3 D99 OD···T102 HG 1.73 0.10

D99 OD···R101 HH 1.94 0.18

[a] All interatomic distances are given in J.
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they are exposed to bulk solvent in the CDK2–3 counterpart.
From the similarities in the binding modes of the [2,3-d]pyrido-
pyrimidine backbone of 3 and its lateral position in the active
sites of the two CDKs, however, the solvent effects on the in-
hibitory selectivity should be less critical for 3 than 2. This may
account for the relatively low selectivity of the former in rela-
tion to the latter.[18,19]

As a consequence of the differences in solvent dynamics
and binding modes of 3 in the active sites of the two CDKs,
the hydrogen bond between the inhibitor carbonyl oxygen
(O11) and the side chain of the lysine residue at the bottom of
active site is established more strongly in the CDK4–3 complex
than in the CDK2–3 counterpart (see Table 3). Indeed, the
O···H�N hydrogen bond length in the former is kept shorter

than in the latter for 79% of the
simulation time with the asso-
ciated difference in average
length of 0.31 J. This result is
consistent with that for the in-
hibitor 1, implying that the rela-
tive strength of a hydrogen
bond of an inhibitor group with
Lys35 in CDK4 with respect to
that with Lys33 in CDK2 can be
correlated with the inhibitor se-
lectivity for CDK4. Both lysine
residues are located at the
bottom of the ATP-binding site
and the starting point of the dis-
ordered loop, so that the
strength of the hydrogen bonds
can be affected by the solvent-
induced changes in lateral posi-
tion of an inhibitor and the loop
flexibility in the CDK–inhibitor
complexes.

We finally address the dynam-
ic stabilities of the hydrogen-
bond triad involving Asp99,
Arg101, and Thr102 of CDK4 in
its complexes with the three in-
hibitors. It is noteworthy that
such a triad cannot be formed in
CDK2 because the side chains of
Lys88 and Lys89 are kept apart
from each other and are directed
toward the C-terminal domain
and the backbone atoms of the
ATP-binding site, respectively. In
all three cases of CDK4–inhibitor
complexes, the triad is formed in
the initial stage of simulation
and maintained during most of
the simulation time. Another
common feature is that some
trajectory snapshots exhibit a
short, strong hydrogen bond be-

tween Asp99 and Thr102 with associated interatomic distances
of �1.5 J, suggesting the possible involvement of a low-barri-
er hydrogen bond[62] in the CDK4 active site. As can be seen in
Table 3, on the other hand, the stability of the Asp99···Arg101
hydrogen bond is affected substantially by a change of inhibi-
tor. The hydrogen bond remains stable in the CDK4–1 com-
plex, but becomes less stable on moving to the CDK4–2 and
CDK4–3 complexes. If we compare the binding modes of the
three inhibitors shown in the representative MD trajectory
snapshots, we may deduce that the Asp99···Arg101 hydrogen
bond becomes unstable with increasing size of the inhibitor
groups residing at the top of active site. This substantiates the
important roles played by the hydrogen-bond triad in ligand
binding.

Figure 8. Stereoviews of representative MD trajectory snapshots of : a) CDK2–2, and b) CDK4–2 complexes including
solvent molecules found near the active site. Each dotted line indicates a hydrogen bond.
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Conclusion

The influences of protein structure flexibility and environmen-
tal solvent molecules on protein–ligand association are well
appreciated. In this study, we have investigated the selective
inhibition of CDK4 from such perspectives by means of a com-
bined computational protocol involving homology modeling,
docking experiment, and solution-phase MD simulations. The
overall folding structure of the homology-modeled CDK4 is
very similar to that of CDK2, with little difference in local loop
structures. We find that the high-amplitude motion of the dis-
ordered loop of CDK4 is damped out in the presence of its se-
lective inhibitors, whereas their binding in the CDK2 active site
has an insignificant effect on the loop flexibility. In the active

site of CDK4, the terminal resi-
dues of the ATP-binding site
(Asp99, Arg101, and Thr102)
form a stable hydrogen-bond
triad, making the entrance of
the active-site gorge narrow,
whereas in CDK2 the corre-
sponding residues are kept apart
from each other. Due to this
structural feature of CDK4, the
diffusive intrusion of solvent
molecules into the active site is
restricted, and the CDK4-selec-
tive inhibitors are kept stable in
the active site. In contrast, the
inhibitors bound in the CDK2
active site are exposed to the
bulk solvent, which has the
effect of weakening the associ-
ated enzyme–inhibitor interac-
tions. Consistently with the dif-
ferences in loop flexibility and
solvent accessibility, the relative
strengths of hydrogen bonds
between the inhibitors and the
side chains of the lysine residues
at the bottoms of the active
sites prove to be a significant
determinant for the inhibitor
selectivity between CDK4 and
CDK2. The results found in this
study may serve as a key piece
of information for the structure-
based design/discovery of new
CDK4-selective inhibitors.
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